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Figure 1. Localization accuracy (IoU0.5) with different thresholds
on CUB testing set.

1. More results

Quantitative results: On the CUB200 dataset, the orig-
inal images have different resolutions. For visual attention
score (i.e. bounding box score and mask score) evaluation,
we scale the images such that their shorter side is 256 pixels
and then center crop the image to 224× 224.

For the weakly supervised localization accuracy [1, 2],
the accuracy is measured by IoU (intersection over union)
values between the ground truth bounding box and a bound-
ing box generated from the heatmap on the full-size image
(no image scale/crop). To generate a bounding box from the
heatmap, we first use a threshold to binarize the heatmap.
Then, we take the bounding box that covers the largest con-
nected component in the binary image. Figure 1 shows the
IoU0.5 accuracy as a function of the threshold. Our method
achieves the accuracy of 79.7% when the threshold is 0.2,
which is much higher (79.7% vs. 50.6%) than a recent work
[2]. Moreover, the accuracy is quite stable (above 75%)
when the threshold is in the range of [0.15, 0.25].

Qualitative results: Figure 2 shows more qualitative re-
sults of our method. Our method successfully visualizes im-
portant regions in the images. For example, in the last row,
our method highlights the peak and the neck of the birds as
these parts distinguish them from other species.

Figure 2. Qualitative results on CUB200. Left: from training set;
right: from testing set. In each row, the grad-weights of the testing
image are transferred from the training image.
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