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Introduction

➢ Challenges:

• Large variation in human appearance, 

• Arbitrary camera viewpoints and obstructed visibilities due to external 

entities and self-occlusions.

• 3D pose is inherently ambiguous from a geometric perspective

➢ Main contributaions:

• We propose a novel RPSM model that learns to recurrently integrate rich 

spatial and temporal long-range dependencies using a multi-stage seq-

uential refinement, instead of relying on manually defined body smooth-

ness or kinematic constraints. (Fig. 1)

• Casting the recurrent network models to sequentially incorporate 3D pose 

geometry structural information is innovative in literature, which may also 

inspire other 3D vision tasks.

• Extensive evaluations on the public challenging Human3.6M dataset  and 

HumanEva-I dataset show that our approach outperforms existing meth-

ods of 3D human pose estimation by large margins.

RPSM Architecture

➢ We propose a novel Recurrent 3D Pose Sequence Machine (RPSM) 

for estimating 3D human poses from a sequence of images. Ins-

pired by convolutional pose machine [34] architectures for 2D pose 

estimation, our RPSM proposes a multi-stage training to capture 

long-range dependencies among multiple body-parts for 3D pose 

prediction, and further enforce the temporal consistency between 

the predictions of sequential frames. (Fig. 2)

➢ At each stage, our RPSM is composed by a 2D pose module, a 

feature adaption module, and a 3D pose recurrent module. (Fig. 3)

Results

➢ We perform the extensive evaluations on two publicly available 

datasets: Human3.6M [16] and HumanEva-I [25]

Figure 1: Some visual results of our approach (RPSM) on Human3.6M 

dataset. The estimated 3D skeletons are reprojected into the images and 

shown by themselves from the side view (next to the images). The figures 

from left to right correspond to the estimated 3D poses generated by the 

1st-stage, 2nd-stage and 3rd-stage of RPSM, respectively.

Figure 2:  An overview of the proposed RPSM architecture.
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Figure 3:  Detailed network architecture of our proposed RPSM at the k-th stage.

Table 1:  Quantitative comparisons on Human3.6M dataset using 3D pose 

errors (in millimeter) for different actions of subjects 9 and 11. 

Table 2： Quantitative comparisons on HumanEva-I dataset using 3D pose 

errors (in millimeter) for the “Walking”, “Jogging” and “Boxing” sequences.

Figure 4: Empirical study on the qualitative comparisons on 

Human3.6M dataset. The 3D pose are visualized from the 

side view and the camera are also depicted.
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Code available at


