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#Motivation

The Limitation of MSE based optimization is that it encourages

average-like solutions that are overly smooth and generally not MOS averaged over SCOTes from 26 human. raters. Scores range #Visuals

reside on the manifold of natural images. from 1 (worst, nearest neighbor) to 5 (best, original HR image)
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