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We experimented with a baseline by modifying 

our network to directly synthesize pixels. We 

found the results of our baseline and another 

direct method [Long et al.] to be blurry. 

Video Frame Interpolation via Adaptive Convolution 
Simon Niklaus*, Long Mai*, Feng Liu 

Overview 
 

Video frame interpolation typically involves two steps: motion estimation and 

pixel synthesis. Such a two-step approach heavily depends on the quality of 

motion estimation. This paper presents a robust video frame interpolation 

method that combines these two steps into a single process. 
 

Specifically, our method considers pixel synthesis for the interpolated frame as 

local convolution over two input frames. The convolution kernel captures both 

the local motion between the input frames and the coefficients for pixel 

synthesis. 

Comparison 

Flow-based vs convolution-based interpolation 
 

 

 

 

 

 

 

 

 

 

 

(1) The combination of motion estimation and pixel synthesis into a single step 

provides a more robust solution. (2) The convolution kernel provides flexibility 

to account for and address difficult cases like occlusion. (3) If properly 

estimated, the convolution formulation can seamlessly integrate advanced re-

sampling techniques like edge-aware filtering. 
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Method 
 

We utilize a fully convolutional neural network to 

estimate the convolution kernels for each 

individual output pixel. 
 

 

 

 

 

 

 

By using a color loss together with a gradient 

loss, we achieved sharper interpolation results. 
 

Training data can be obtained by collecting 

frames from videos, grouping them into triplets 

and using the middle frame as ground truth. 

Evaluation 
 

 

 

 

 

 

 
 

average interpolation error in the Middlebury benchmark 

 

 

 

 

 

 

 

 

 

 
estimated kernels that are spatially adaptive and edge-aware 

color loss: 
 

gradient loss: 

Overlaid input Long et al. 
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