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 A general framework for learning interpretable data representation via 

LSTM over hierarchal graph structures.

 It learns the intermediate interpretable multi-level graph structures in 

a progressive and stochastic way from data during the LSTM network 

optimization.

 It evolves the multi-level graph representations by stochastically 

merging the graph nodes with high compatibilities along the stacked 

LSTM layers.

Contributions of our structure-evolving LSTM

Interpretable Structure-evolving LSTM:

Result comparisons:

 Compared with existing LSTM, the structure-evolving LSTM has the capability of modeling 

long-range interactions using the dynamically evolved hierarchical graph topologies to 

capture the multi-level inherent correlations embedded in the data.

 It evolves the hierarchical graph structures with a stochastic and bottom-up node merging 

process.

 Stochastic node-merging process by a Metropolis-Hastings method：

 Example structure on semantic object parsing task：


